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Abstract—Most limitations in mechanisms geared at achieving
quality of service (QoS) in wireless ad hoc netwoikg can be
traced to solutions based on mapping wireless netwks to a
wireline paradigm of nodes and links. We contendhat this
paradigm is not appropriate since links are not phgical entities
and do not accurately represent the radio frequencyRF) media.
Using the link abstraction makes arbitration of theuse of the RF
media cumbersome leaving only over-provisioning témiques to
deliver QoS. In this paper, we argue that an appnoriate
paradigm should match the physics of the network.The critical
resource is electromagnetic spectrum in a space; iturn, this
results in a complex paradigm since the part of thespectrum-
space that each node wants to use is unique to thadde and its
destination and will overlap with parts that other nodes may want
to use creating interdependences among nodes. Thaper
describes protocol approaches for access and rougnthat seek
solutions within this wireless paradigm. Access isrbitrated
using synchronous signaling and topology is resoldehrough the
dissemination of node states. This approach provas$ an intuitive
framework that provides mechanisms that can be explted to
arbitrate RF media use and implement traffic enginering
techniques to deliver QoS. Our proposed approachrpvides a
novel way of tracking the state of the network thatan serve as a
unified state dissemination mechanism to simultanesly support
routing, multicasting, and most QoS heuristics.

Index Terms—Synchronous Collision Resolution, SCR, Node
State Routing, NSR, ad hoc network, MANET, Collisia
Resolution Signaling, CRS, quality of service, prigtization,
resource reservation, channelization, propagation ap, multicast,
wormhole, traffic engineering, medium access conttpMAC

|I. INTRODUCTION

M nodes that communicate with each other
cooperatively sharing a common wireless medium. eséh
networks operate without infrastructure and seljanize to
create and maintain a topology. The most commaitbd
applications are military, emergency relief and seen
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networks, which are driven to ad hoc networkingause of
the unavailability of infrastructure. In most aigptions, and
especially if ad hoc networks are to be commerciaibble,
quality of service (QoS) is necessary. Numeroushaeisms
across the protocol stack affect QoS delivery. unhege
disciplines, admission control policies, resourcevfsioning,
and physical layer adaptation can all affect thegged QoS,
but their effectiveness is very sensitive to theesrafional
scenario (i.e., environment, node movement, andfictra
loading) and their appropriateness is dependent than
application (i.e., the types of QoS differentiatioequired).
Soft mechanisms that attempt to measure the statineo
network and then admit and route traffic to whezsources
appear available, or hold resources in anticipatiotiheir use,
are often emphasized in lieu of hard mechanisntsattidtrate
the use of resources in real time. However, safitiques are
the most sensitive to scenario and often fail agirtbwn to
provide sufficient service differentiation for amations.
Meanwhile, proposed real time resource arbitration
mechanisms are ineffective in ad hoc networks aowatt of
the medium access control schemes that are used.

It has been proposed that to achieve reliable @a®lihoc
networks will require traffic engineering capalidg and to
provide these capabilities will require the cootieraof three
components: (1) a QoS capable medium access cqhtALT)
protocol, (2) a resource reservation scheme, ahd (®0S
routing protocol [1]. A significant impediment toreating
these components and their cooperation is the riuleadency
in ad hoc network research to rely on concepts tiete
conceived with a wireline network in mind. The tdution
of this paper is to provide an alternative set efiaepts for

oBILE ad hoc networks (MANET) consist of wirelessaccess and routing based on a wireless perspétivenables

bhese three components of QoS and their cooperatibime
basic concepts we introduce would permit proto@sighers
to implement real time resource arbitration thatn ca
differentiate any number of levels of service amdvje an
efficient, scalable, network state disseminatiotmcima@ism that
supports not only routing but also most other se¢hniques
for QoS. We provide simulation results that demms that
these mechanisms are very effective. Throughastghper
we contrast our approach with current and ongoiraykw
making the case for re-examining some of the basic
assumptions often taken for granted in designingQviand



routing protocols for ad hoc networking.

The protocols we present are suited for most ad hi
networking applications except those with long taround
times for exchanges such as interplanetary networkbw
duty cycles such as some terrestrial sensor nesworkhe
primary applications are military and emergencyiefel
networks which require stream based services tegeilith
prioritization and preemption capabilities.  The cess
protocol assumes synchronization to a common chaitk at
least the synchronization found in TDMA type praiis;
however, better synchronization yields better penémnce.
The routing protocol assumes location awarenesstatdhe
radios have the ability to measure the strengthcpradity of a
signal. Although, not the subject of this papeg, velieve that

the implementation of both our access and routiogcepts  networks, media capacity is constrained by theor&@iquency
can be exploited to yield location awareness an@gkr) spectrum that can be made available and #padity is
synchronization, a requirement for most proposeditary  sjgnificantly less than that available for wirelinetworks, and
systems. so the chatty protocols of wireline networks areesirable.
Our presentation of this material begins with twqnpcreased computational complexity of protocoladseptable
introductory sections.  Section Il, contrasts th@&elne i it can reduce the loading on the RF media. 8dcdhe
networking paradigm to what we will call the “wiesls \yireline paradigm oversimplifies the nature of éss links.
networking paradigm.” Section Il reviews the etaf the art ts gpstraction of wireless links as having twdestaavailable
in QoS mechanisms in ad hoc networks and expldies t and not available, and being independent of ealsérds too
limitations.  Then, in Sections IV and V, we preséo  cryde. In wireless networks, links are not phylsizdities but
concepts that we believe are key to understandind astates. The state of a link between two nodes ataexist
designing ad hoc networks according to the wirelesgithout the cooperation of their neighbors. Alldes that
networking paradigm. We propose that SynchronalBson  coyld interfere with an exchange between a pairooles must
Resolution (SCR)1 be used for medium access control andefer from transmitting during that exchange reimigall of
that Node State Routing (NSRpe used for routing. Both the links involving the deferring nodes unavailablé/e see
concepts yield a family of possible protocol designn these that the resource of interest is not a link butireless channel

The geographical
space —-,

Fig. 1. An example of a channel space required for a cdiorebetwee

two nodes. The extent of the channel space detesrthe membergh of

the distributed queue, in this case all nodes.

topology and thus more signaling and informatiochaxge.
The wireline networking paradigm above fails to guisely

describe wireless networks on two accounts. Himsijireless

sections, we demonstrate how these concepts preds to
understand mechanisms to enable the three QoS camizo
and their cooperation. In Section VI, we describ@wv

networks built using these concepts can be intedratith

wireline networks.

[I. COMPARISON OF THEWIRELINE AND WIRELESS
NETWORKING PARADIGMS

Wireline networks are built using the paradigm ofiters
and links. The critical resources of a routeritgduffers and
CPU time and the critical resource of a link is dpacity.
The router contains the logic to control its busfand the use
of capacity on any of its outgoing links and pra@sda
capability to recover from failed links. This lagseeks the
maximum use of resources without
performance. In the design of this logic, signaliand
information exchange is leveraged to reduce contiput
complexity since link capacity is the cheaper @& thsources.
When applied to a wireless network, the wirelineapgagm is
slightly modified to acknowledge that links may Hkiene
varying, i.e., they come and go based on the momtmg
nodes. Thus, the logic in the routers is expandethclude

in a geographic space.
Several observations form our wireless paradigm:

1. The critical resource is electromagnetic spectrumai
geographical space.

2. No single node controls the resource.

3. There is a distributed queue for each region incepa

formed by the queues of those nodes that share the

electromagnetic spectrum in that region.

The geographical spaces overlap.

5. Nodes participate in several spatially distribugegues.
Fig. 1 provides an example scenario that illusgratieese
observations. The figure illustrates a connechietween two
nodes (thick line) and the geographic space thabisumed
by an exchange between the two. This space isuelyiq

E

compromisingssociated with this pair. The figure also illusisa the

potential connectivity between all pairs of nodisn(lines) in
the network. All nodes in this example participatethe
distributed queue of the connected nodes due herekieing
within the channel space or having destinations aha within
the channel space. This scenario is made morelegmen
one considers the role of the physical layer. Rhydayer
characteristics can be used to enable more thasitigle link

more advanced protocols that can respond to a oigngto exist in this exampl%.

! patent pending

2 An example would be channelization where spreadoug or frequency
can be used to distinguish transmissions.



Paradigm has a profound
development. The use of the wireline paradigmédrhoc
networks, with its discrete view of the nature ofks, has
bifurcated research. Research and developmehé dink and
physical layers tend to perpetuate the abstraaifodiscrete
links. Routing and other higher layer protocols uhis
abstraction to handle variation of topology andbfems of
quality of service. The deficiency of this paradigs that the
true nature of the wireless environment is hiddemfhigher
layer protocol mechanisms and that it perpetudtesieed for
high overhead protocols. Higher layer protocolsially
assume they can control how traffic is offered twe t
communications medium. However, resource conterdiod
the volatile nature of the wireless medium makeeitessary to
use buffers at the link layer. The higher layestpcols can
only control how traffic is offered to these buffer A
suggested improvement is to allow cross layer comications
but this often falls short since access to the mmadis
distributed. To enable QoS requires MAC and plajdayer
mechanisms not only to isolate connections but afso
arbitrate access based on the contents of thectiedlebuffers.
This requirement puts the onus on the physicalliakdayers
to solve the problems of ad hoc networking. Withthis
capability, higher layer protocols can only regelathe
admission and routing of traffic and QoS becomegseddent
on those protocols maintaining a condition wheredime
capacity is over-provisioned so that the adverdectsf of
congestion and access contention can be avoided.

Understanding and developing an intuition for
interactions involved in ad hoc networking using tireless
paradigm is difficult. Fortunately, the structurand
mechanisms of the Synchronous Collision ResolutibhC
and Node State Routing protocols we discuss in phaiser
provide an intuitive framework to understand ancsigie
wireless networks.

lll.  QUALITY OF SERVICE INAD HOC NETWORKS

Quality of service is a broadly used term referrittg
network capabilities that result in user satisfatti As broad
as this definition is, so too are the proposalfiow to deliver
QoS in ad hoc networks.
admission protocols that first assess whetherva dloould be

permitted into the network [2W], data rate adaptive protocols

that adjust source coding to achieve a data rate dhn be
supported by the network [5], [6], routing protoedhat find

routes efficiently [7}[12], routing protocols that search for

long lived routes [13], [14], routing schemes ta&empt to
control the flow of traffic through regions in timetwork that
can best support it (a.k.a. load balancing) {i%]], multipath
routing to decrease the average delay of multi-pgiessages
and of streams [20], reservation schemes that pttdm
reserve the transmission time at routers [21], ,[2R]euing
disciplines implemented at nodes [23], access seketmat
attempt to prioritize access to and reserve tharieHia [24}
[28], access rate control to bound access delay 44

thd25], and using signaling [26], [27], [31].

These methods include c

influence on research aptlysical layer adaptation protocols that adjustvésd error

correction rates [6], data transmission rates [E2]] and/or
transmission power [2], [30] to make links moreiakele. A
large list to be sure, but without access schemgwibritize
and reserve the RF media and to arbitrate its useng
neighbors, these schemes are soft. That is, Qd€iiered by
keeping the RF media over-provisioned. In oureendf state
of the art in QoS delivery mechanisms, we emphatiee
MAC protocols that prioritize and reserve the u$ehe RF
media. We follow with an overview of soft methodigh the
goal of identifying the common components and hieyt
cooperate with MAC protocols.

A. Priority Access

Priority access (PA), also referred to as diffaedrgervice,
is the simplest quality of service mechanism. @depackets
at nodes are sent in order of their priority. \\aer
differentiating service at a single node for a Engsource is
quite simple, arbitrating such access amongst afsabdes
vying for the same resource is not. The challeingad hoc
networking is to make an access mechanism thatesaus
contending nodes to defer to other contending notiés
higher priority (HP) packets. Most PA mechanis@ais ih ad
hoc networks because of hidden node effects orusecthey
lack a common timing reference.

Three approaches have been proposed for diffetiegtia
service within contention access protocols: usinifferegnt
backoff or persistence parameters [24], sharingrinétion
Usirgjfferent
backoff or persistence parameters is a soft meshairthat
gives nodes with HP packets more opportunitiesain gccess
than nodes with lower priority (LP) packets; howgvedoes
not cause nodes to defer to each other. In thensec
approach, nodes exchange information about theepadtkey
have queued so they can learn when they should defe
neighboring nodes that have higher priority packefBhe
reliability of this mechanism depends on whethedasocan
keep track of state information in volatile envineents. In the
third approach, a signaling tournament is used rtotrate
access. The basic idea is that, starting frommingj reference,
r‘ﬁ)des with the highest priority packets can sidinsl. These

%|gnals preempt nodes with LP packets such that ootles

with the same priority packet contend with eacteofor final
access. Signaling mechanisms are challenged itihwpil
asynchronous access environments because of thisagment
for a common timing reference.

We shall not discuss schemes that have been prbgose
PA in wireless LANs that are inappropriate for adch
networks, e.g., schemes that rely on the avaitglfia central
base station. Examples are polling schemes usédebioint
Coordination Function of the IEEE 802.11 MAC [3233]
and various schemes used by satellites. Mechanigrits
upon CSMA protocols that require all nodes to tesaoh other
in order to be effective (i.e., have no protectgainst hidden
terminal effects) are also not appropriate. Exam@re the



blackburst schen%e[Sl] proposed for use with the IEEE
802.11 Distributed Coordination Function (DCF), the
Deterministic Adaptive Priority Network Access Degla
scheme [34] used by the Single Channel Ground Ao

Radio System, and the Elimination Yield Non-Preewspt

Multiple Access (EYNPMA) scheme of the ETSI HIPERYA

| standard [27].

Some proposed modifications to the Distributes
Coordination Functions (DCF) of the IEEE 802.11 Mf82]
are more suitable for ad hoc networks and are ebemmqf the
three approaches listed above. The IEEE 802.1&®qwl
[24] is an example of using different backoff paetens.
Packets are queued at nodes according to theiritprisith
each queue having its own interframe space (IF8)clear
channel assessment and its own backoff contentiodow.
Interframe spaces and backoff windows are longerLi®
qgueues. The result is that differential servicecrisated by
disadvantaging LP packets. (i.e., The poorer perémce
persists even when there are no HP packets.) riéihianism
does not guarantee that a HP packet will be seforda LP
packet, even at the same node, only that it wéhspless time
on average backing off.

The Distributed Wireless Ordering Protocol
proposed in [25] piggybacks priority information gueued
packets onto existing handshake messages of th& 1BOZTF.
Each contending node uses request to send (RTjratwtol
data unit (PDU) packets to announce its head-ef-tineued
packet. Destinations echo these announcementtean t
send (CTS) and acknowledgment (ACK) packets. Nmigh
monitor these transmissions and keep a table sétlimes. A
node defers from contention as long as a time srtable
precedes the arrival time of its own head-of-lineewpd
packet. This protocol supports ordered transmisaglong as

most nodes have a backlog of packets and nodeden p

network can keep track of the network state. Thitel
requirement is most critical. Losing state infotima can
result in deadlock where nodes continuously thinéther has
a higher priority packet. Fig. 2 illustrates arebscribes such a
scenario.

The Busy Tone Priority Scheduling (BTPS) [26] paib
adds a signaling mechanism and an additional natex space
to the 802.11 DCF to create two levels of priorigcess.
Nodes with LP packets use the longer IFS. Thisepgsized
such that nodes with HP packets can use signals
continuously reset the IFS used by the nodes cdimgrto
send LP packets. To prevent hidden terminal prob)ewo
separate busy tones are used for signaling, onethby
contending station, busy tone 1 (BT1), and a secfund
echoes, busy tone 2 (BT2). A HP contender sen&3h
periodically during its backoff. Nodes that heaB®l signal
echo a BT2 signal. Thus, a HP contender can icitavih
contenders up to two hops away and in most cadésavie

3 Although the DCF provides hidden terminal proteasi the blackburst is
only heard local to the source and does not inqezedence at the
destination.

Fig. 2. Example failure scenario of WNOMode 3 has an entry for Nc
1's head-ofline packet that it learned through one of Node IZsdshak
responses. Deadlock may occur if Node 1 sendpttet without Node
learning the new state. This can occur in seweegls. Node 1 may se
the packet to another destination, say Node 6, evheither end is in ran
of Node 3. A second source, say Node 4, may tranghen the update
sent intefering with Node 3'’s reception of the changed statmally, Nod:
3 may move out of range before it learns the netest

1 2
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Fig. 3. Example failure scenario of BTP®lode 1 has HP packets inten
for Node 2. Node 4 has LP packets intended foreN&d The four node
can only hear their adjacent neighbors’ transmissio If Node 4 gair
access first then it can suppress the HP stream KMode 1. As part
Node 4's contention, Node 3 sends a CTS that nildete 2. When Node
contends, Node 2 naot respond. Node 1 considers the contentioilad;

(DWOP) increases its contention window and contends agaie busy tone schel

cannot affect Node 4 and so Node 1 can only skeehannel if by chan
its contention window expires between Node 4’'sgraissions.

precedence over LP contenders. Unfortunately,
asynchronous nature of the DCF and virtual senpieyent
BTPS from guaranteeing precedence to HP contendead
hoc environments. In order for the different IR8swvork, all
contenders must have a common perception of thedtthe
IFS. Since an LP contender could use a differewmt-ad-
transmission to trigger the start of its IFS, the tontender
could backoff in time to beat an HP contender. @érersevere
roblem may occur as a result of virtual sensingy. B
illustrates an example of this type of scenario.

We have presented three asynchronous MAC protalcats
have been proposed for PA and have described hew th
might fail. One cause of failure can be traceth®lack of a
common timing reference in the execution of access
arbitration. An alternative that makes a commamirtg
reference more feasible is to use a synchronougsacc
protocol. Other than our own work, the synchronaasess
mechanisms that we are aware revolve around TDMMED
qu consist of scheduling slots and channels firs ph nodes
to use. This is a resource reservation strateg@ppesed to a
PA contention strategy and we will discuss thefeafveness
in the next section.

the

From this review we see that asynchronous PA access

schemes in ad hoc networks are vulnerable to sceefiects
that can render them ineffective. They also pre\adlimited
number of priority distinctions. In contrast, tbentribution of
our proposal is a synchronous contention acces$hanem
that can be designed to provide any number of ipyivels.
The reliability of this PA is not affected by theesario.



B. Resource Reservation

Resource reservation is a critical component of ar

mechanism that delivers QoS in environments wheseurces
cannot be over-provisioned. The typical view o$aarce
reservation in wireline networks is to reserve céyaalong a
route.
Protocol (RSVP) [35] and Integrated Service (Int$dB6]
protocol lie above the IP in the protocol stack aaue
predicated on the assumption that a router carraloall of
the capacity on an outgoing link. Their objectis¢o reserve
capacity across multiple links. As described iotla 2, this
underlying assumption is not appropriate for wisele
environments since the RF media capacity availablany
relay node is contingent on that used by its neghland its
use must be arbitrated.

The problem of link reservation is sufficiently aaimg that
designers have compromised on efficient use of agpand
have proposed solutions that attempt to mimic thesliwe
paradigm by either scheduling or assigning chartoghsirs of
nodes to create isolated links. The Unified Slesignment
Protocol (USAP) [37] is an example of a TDMA schiauy
protocol for ad hoc networks. It has been implet@@nn
some experimental systems [38] and is currentlybthss of
access protocols proposed for future military comications
systems.

Fig. 4 illustrates the structure of USAP as it Bsed to
manage multiple channels. Note that there rarbootstrap
slots per frame and frames per epoch which alloWinxn
nodes within two hops of each other to broadcaséduales.

QoS protocols such as the Resource Resmrvat
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Fig. 4. Frame and timeslot organization of the flédi Slot Assignmet
Protocol (USAP
slot reservations. These problems may be espedallte if

some nodes in the network are airborne and relgtifaest
moving.

Scheduling approaches make priority access a higlyer
protocol task. Given that channel-slots are reskiyetween
two nodes, the higher layer protocol arbitratescivipackets
are sent using them. What this does not do idratbithe
media use based on priority. The prioritizationmadia use is
determined by how channels and timeslots are a#fdcamong
pairs of nodes. Preferably, nodes with more Hfficrahould
be able to reserve more channel-slots. As destridSAP
uses a greedy algorithm to assign channels ansl @hat there
is no arbitration on which nodes should have preoee.
Responsive service will depend on whether charpéd-sire

Broadcasted schedules use bitmaps where each opositiogeyed a priori or the scheduling algorithm azact quickly.

corresponds to one of the bootstrap slots. Nodeorbe
identified with the bootstrap slot they use to smit their

schedules. A node joins the network by listeningthe

bootstrap packets and then selecting and transmiits own

schedule in a bootstrap slot it perceives is notgoesed. The
schedules consist of three components: the slegnels, and
destinations of the node’s transmissions; the siptschannels
wherein the node receives packets; and, the shatchannels
in which the node’s 1-hop neighbors transmit. Bietits use
this information to identify the channels and sldisy may
use. However, a node’s proposal to use a partiailannel
and slot may be rejected if a hidden node proptdsesame
reservation. In a static network, a slot remaeserved so
long as the reserving node claims it. In a dynangitwork,

There is no mechanism to preempt channel-slot vagens
used by nodes to send LP traffic by neighboringesaglanting
to send queued HP traffic. With the exceptionhef &bility to
create a reservation to support streams, QoS dglreenains
soft and thus dependent on the over-provisioninghef RF
media.

As described, the effectiveness of reservation reelse as
epitomized by USAP, are highly dependent on theamnal
scenario and they do not arbitrate the prioritmatof RF
media use. In contrast, the contribution of owpwmsal is a
scheme to reserve resources based on prioritizihgnBdia
access. This allows protocol designers to creabdtipie
levels of reservation and to enable preemption. e Th
mechanism is less sensitive to the operationales®since

movement of nodes can require nodes to change tthE reservation schedule is implicit and does eguire all

broadcast slot alignment and their schedules. rAexample
of the complications, consider what happens wheade with
a schedule moves into an advantaged position wiheésein
range of more nodes. It is possible more than ahés
neighbors will be using the same bootstrap slahece will be
ambiguity as to who owns the bitmap positions.
reservations of its new neighbors may be in conflith those
of its old neighbors. This will affect every ond the
advantaged node’s neighbors, and then their neightas
scheduling attempts to achieve a 2-hop separafi@hannel-

nodes in a two hop region to agree.

C. Quality of Service Routing and Other Higher Layer
Protocols

QoS protocols at higher layers are soft techniqtined

OAls generally consist of three components: a measurefork

state and a way to observe it, a method to cotledistribute
the state information, and finally a heuristic thates the
information to deliver a QoS objective. Tabledtdi several
QoS protocols and describes these components. iFlds



Table |. Soft-state protocols for QoS

Protocol Function State Measure

Distribution

Heuristic

Mechanism

SWAN [4] Rate and
admission
control call admission nodes measure the usef packets locally

of the channel.

For rate control nodes measure packebcal measurements at the nod&éhe source sends a probing packet toward the déstin Intermediate
access delay at the MAC layer. For are used to regulate the sendingiodes reset a bottleneck bandwidth field if theynea provide the

bandwidth specified in the field. The destinatsemds the bottleneck

Probing packets are sent to the bandwidth information to the source which admits slession if this
destination prior to call

bandwidth is sufficient.

admission to assess bandwidth Regulation occurs through continued assessmerarafaidth.

availability.

Intermediate nodes reset bits in the headersyf¢hanot support the flow.

Fields in the header of packets Bestination nodes signal the source when this scand session setup

used for dynamic regulation

starts over.

dRSVP [21] Resource
reservation
details on how.

Individual nodes assess the quantity bfimics RSVP except bandwidthUses three sets of messages: a path messagedediesm the source to
bandwidth they have available. No requests are expressed in rangéise destination specifying the acceptable randemotiwidth, a Resv from

the destination back to the source specifying th& oapacity of the
downstream bottleneck, and then a Resv/Notify ngesf@m the source to
the destinations specifying the max capacity ofupstream bottleneck.
Reservations are made if the bottleneck capadityiathin the requested
range. Intermediate nodes reserve bandwidth baséue bottleneck
capacities, both upstream and downstream.

INSIGNIA
[22]

Intermediate nodes make an
assessment of the available bandwidteader.

Resource
reservation

In-band signaling built into an IPSends packets toward the destination and eachalodg the way assesses

if it can reserve the bandwidth and forwards thekpaand its reservation
status toward the destination. Destination repuatk to the source on the
status of the reservation. Intermediate nodesseleesources when they
stop receiving packets for the reservation.

BGCA [18] Routing Intermediate nodes make an On-demand route discovery  Intermediate nodes process and forward RREQ onheif have the
assessment of the available bandwidtising broadcast route request bandwidth to support the request. The destinatikes all received route
(RREQ) packets request packets and selects the shortest route.
Modified Routing Assumes a TDMA access mechanis@n-demand route discovery  Intermediate nodes process and forward RREQ onhelf have the
AODV [19] so nodes measure bandwidth in TDMAing broadcast route request bandwidth to support the request. The destina@ects the route of the
slots available and assures adjacent (RREQ) packets first RREQ received.
nodes do not commit the same slots.
LRR [30], Routing Each node assigns a link resistance Uses a distance vector routing Seeks the least resistance path. Protocol asshatesessions per link can
[17] measure to links that accounts for  algorithm be moved to an isolated channel without interfeeenem neighboring

energy to close the link, the available
capacity, and past reliability. Different
measures are associated with different
traffic types.

nodes. Prioritizes access for packets at nodexibas service type.

SWAN - Stateless Wireless Ad Hoc Networks, dRS\WWramic RSVP, INSIGNIA — a name not an acronym,CBG- Bandwidth Guarded Channel Adaptive Routing,

AODV - Ad Hoc On Demand Vector Routing, LRR — LeBsisistance Routing
incomplete list as this is a well researched topis.purpose is
to show that these three components are fairlyengsal and
that there is a large variety of ways QoS can Hbeaeced.
Rather than review and compare the various appesaolr
focus will be on how state information is measursad
disseminated. Given the necessary state informatiany
approaches are possible; however, in ad hoc neswdhe
measurement and collection of state information riteglf
have significant impact on QoS delivery. Thera idelicate
balance between the age of state information ugatetwork
protocols and the quantity of network capacity consd in
measuring and disseminating it. Finding and acdhgvhis
balance is the focus of much research. For exantpke
argument that separates the relative merits ofgusineactive
versus a proactive routing protocol is whether ssrhead is
more important than faster connectivity, a questiosit can
only be answered in the context of the operatisnahario and
network application.

Although it is the dynamic nature of ad hoc netvgottkat is
most to blame for the overhead required to tratkoek state,
artifacts of the wireline paradigm also bear mulgme. Two
are most significant, the abstraction of topologyd astate
information into link abstractions and the separatiof
protocols at the higher layer which cause multiptleependent

state (e.g., node and traffic congestion), andethé nodes’
states (e.g., proximity, mobility, energy resenasy] radio and
antenna capabilities) into a pairwise state. Arghese factors
can affect the state of the link and in proactiiting
protocols frequent assessment and in reactivengmptiotocols
recent assessment are necessary. Additionallylo®of a
link is ambiguous as the failure to observe a lddes not
identify its cause. The loss can be as much tfectebf RF
media unavailability as it is the physical inalildf two nodes
to talk to each other now or in the future. FroablE I, we
see that the goal in many MANET QoS protocols isdbhect
and to disseminate this same state information florh a
nodal view. This seems natural as the equivalestbpols in
wireline networks do the same thing. Unfortungtéhe state
information is not easily extracted from link stateetrics
unless they have been specifically designed withithmind.
This results in a plethora of ideas of how to measand
disseminate state information for QoS purposestheEithe
network designer uses a routing protocol that camioi a set
of QoS objectives or multiple protocols are applibdt each
implement state collection and dissemination meishas
Call admission, routing, multicasting, resourceereation, and
network management are all examples. Returningni of
our original points that capacity in ad hoc netvgoris

processes to measure and disseminate state infommnatconstrained and overhead should be avoided, thelinar

sometimes redundantly.
abstraction confounds information about the envirental
state (e.g., obstructions and local interferent®), network

In ad hoc networks, the linparadigm that drives this

implementation counterproductive.
Our paper's second contribution is to provide a ehov

redundancy can make QoS
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routing protocol that provides a unified mechantsntapture
and disseminate state information that can suppottonly
basic routing but also most QoS heuristics.

D. Component Cooperation

Providing a complete QoS solution for ad hoc neksor
requires the cooperative interaction of prioritgess, resource
reservation, and QoS routing components [1]. Thé&wation
for wanting this cooperation is that it enablesuie of traffic
engineering techniques to deliver QoS rather thahthe use
of resource over-provisioning. Creating cooperatiequires
that these protocols be able to create a viewesthte of the
network which captures the use of all resourcesthatthese
protocols provide mechanisms that can provisionseho
resources. The contribution of our proposal isseagigm for
protocol development that does just this.

IV. THE SYNCHRONOUSCOLLISION RESOLUTION(SCR)
MAC ProTOCOL

Synchronous Collision Resolution
definition and is best viewed as an access framewmowhich
there are many possible designs. SCR is illustrateFig. 5
and has four key characteristics:

1. The wireless channel is slotted.

2. All nodes with packets to transmit attempt to gadtess
every transmission slot.

Contending nodes use signaling to arbitrate theiess.

All packet transmissions that occur during a trassion
slot are sent simultaneously.

Design choices that determine capabilities of SGRtlae size
and framing of transmission slots, the use of hiaakis
packets, and the specific details of signaling.

SCR’s characteristics make it well suited for nindp
wireless environments. The synchronizing of acegtsmpts
and the use of an interactive contention arbitreti@chanism,
Collision Resolution Signaling (CRS), enable SCRdek out
a “preferred” collection of nodes to exchange icafit the
beginning of each transmission slot. At the cosicln of the
signaling, the set of exchanging nodes is frozehowit risk of
mid-transmission collisions (e.g., hidden terminallisions.)
Just as the pairwise channel spaces overlap eheh lbased
on the propagation range of transmissions, so e@ffects of
signals, a fact that allows CRS to resolve a sesunfiving
source - destination (SD) pairs whose channel spaesm
coexist. The definition of the “preferred” collemt of nodes
that CRS arbitrates is dependent on how the sigppali
mechanism is designed. At a minimum, CRS arrives a

3.
4.

is a broad MAC

Assertion signals

Signaling slots

Signaling phases —| 1|23/ 4|5|6[7|8|9|

Fig. 6. Collision Resolution Signaling using simglot phases

relatively dense set of nodes that can exchangfictra
simultaneously. Better, CRS may be designed tdtrar®
access giving preference to nodes with high pyigpdickets
thus enabling a queuing discipline across the idiged
gueues of an ad hoc network.

We provide a brief overview of how SCR resolves
contention locally and spatially. A more detailidcussion of
this topic can be found in [39]. We then introdube four
optional modifications that may be made to CRS thguport
Qo0S. These include a source directed echoingrizéitat can
extend the range of CRS’s effect and mechanisnisctirabe
used to provide prioritized access, resource rasiery and
thannelization. We conclude Section 4 with a dismn of
issues and options the protocol designer shouldgiden in
tailoring CRS for a network’s application.

A. Access Arbitration

Access arbitration consists of CRS and, optionally RTS-
CTS handshake. CRS selects a subset of contetidgrare
good candidates for sending packets at the sanme tifrhe
RTS-CTS handshake reduces the SD pairs to thosecdina
exchange packets simultaneously.

Collision resolution signaling consists of a serie§
signaling slots organized into groups of slotsezhlphases in
which contending nodes may send very short signdlsese
signaling slots should not be confused with thegén
transmission slots of Fig. 5. Rather, they occiithiw a
transmission slot during a short period at the \mginning.
There are numerous ways to design signaling. Tihplast
and generally most effective at arbitrating cortemtis
illustrated in Fig. 6, and consists of one sigralsiot per
phase. In this design, a probability is assignedeach
signaling slot and a contending node will signalthat slot
with that probability. There are two assumpticmest tapply to
signals and signaling slots.

1. Signals superimpose such that a receiver thatshear

multiple signals will still detect a signal.
Signaling slots and signals are sized to accoumt fo
synchronization accuracy, propagation delay for the
maximum range, detection time, and receive-to-tréins

2.



Fig. 7. An example of Collision Resolution Sigmgli All nodes start off as contenders in Panellhen, through a series of signals, two sets otkwiaire
illustrated in Panels b and c, a final sulisfiatontenders is selected in Panel d. The large @ nodes that view themselves as contenderspthll dots a
nodes that view themselves as having lost the otinte and the large circles represent the rangbesignals. Contenders defer wihey hear the signal
another contender.

transition time such that the slot in which a traitter At the conclusion of signaling, surviving contersleare
sends and a receiver detects the signal is unaoimgu separated but this is not necessarily true for ttiestinations
(See [39].) where the concern about interference will be. RAS-CTS
The rules of signaling in this design are as folow exchange mitigates this concern. Fig. 8 illusgatee RTS-

1. At the beginning of each signaling phase a contendode CTS exchange. As demonstrated, the role of th8-RTS
determines if it will signal. It will signal withthe exchange is neither to limit collisions to smajpackets nor to
probability assigned to the slot of that phase. extend channel use detection two hops for hiddeminel

2. A contender survives a phase by signaling in aaldby protection as is its purpose in the 802.11 MAC qeot.
not signaling and not hearing another contendégisat A  Rather, the RTS-CTS exchange verifies that souestirthtion
contender that does not signal and hears anothsirs can ‘close’ a connection and provides a faeklb
contender’s signal loses the contention and defflerm mechanism to support link adaptation. The follayin
contending any further in that transmission slot. observations highlight the role the RTS-CTS exclegpigys.

3. Nodes that survive all phases win the contention. 1. The RTS and CTS packet transmissions occur in tretw

Appendix A describes a design algorithm for selertthe case mutual interference. Their successful exahang

probabilities for signaling slots in this type oéathanism. good indication that they will also be able to exuafje the
The performance of CRS can be measured in two ayg, subsequent PDU and ACK. Contenders that do neivec

well does it resolve contentions locally and howlwees it a CTS would be unlikely to exchange a PDU succégsfu
separate survivors spatially. CRS’s ability to ofes and defer from further transmissions improving tingtual
contentions locally depends on the number of siggglhases interference conditions for the remaining nodes.

used and the assignment of probabilities to theadiigg slots 2. A destination can assess the quality of an RTS giaahd

of those phases. Using the design algorithm ptedem

Appendix A, 9-phases of signaling can be made >99%

effective at resolving contention to just one swoviwith as
many as 450 nodes contending for access in rangsadi
other. In multihop environments,
implementation of CRS (i.e., SCR) spatially sepzsat
survivors such that the probability that a surviigin range of
another is equivalent to the signaling design’s teotion
resolution probability. Fig. 7 uses a series ohgia to
illustrate how SCR creates spatial separation ansangvors.

the synchronized

3.

then use its CTS packet to signal the source tasadpe or
more of its transmission parameters (e.g., dat, REC
rate, transmission power) and, similarly, a soucz®
assess the quality of a CTS packet and signal the
destination in the PDU packet. There is one cairgton
these changes, they must not increase interfer@nother
receivers (e.g., power may be decreased not irexigas
RTS-CTS exchanges enable energy conservation.heit t
conclusion of these exchanges, nodes not particgpagn
enter a low energy state for the remainder of the



Fig. 8. An example of the RTSTS handshake finalizing the set of nodes to exgpharackets: Panel a illustrates the set of coetaritiat survived signali

and their intended destinations. The linedidate SD pairs and large

circles indicate nodes #Hre broadcasting. Contenders send RTS pi

simultaneously. The large circles in Panel 8bsthate the ranges of these RTS transmissionsdédstnation receives an RTS packet, it responttsavCT<

packet, as in Panel 8c.

These CTS packets aresatgosimultaneously. Recipients of the RTS packat broadcasts do not respond.

In Panel 8

broadcasting nodes and those nodes that have edc@i€TS from their destination transmit PI.

a.o ¢ ° ° °

Fig. 9. lllustration of echoing: In panel a, twodes send assertion signals and then in panelse thodes that hear an assertion signal echocoAtender
within ranage of the assertion sianal and the echiwgsdid not transmit an asson sianal of their own defer from condina.

transmission slot and those that do participate reanice

their transmission powers to a level deemed feadiioim

the measurement of the RTS and CTS quality. [40]] [

It is possible that two nodes that are out of raofjeach
other may contend to send a packet to the same radmses
where neither capture nor other contenders carlveeshis
conflict, a blocking condition may occur. Blockirgan be
resolved by a simple signaling technique calledoexh
Signaling phases are designed with two slots. &uldrs
signal in the first as described earlier but theighbors who
hear the signals echo them in the second slot. 9Hitustrates
the process. When echoing is used, a node survives
signaling phase by either signaling in the phasbyohearing
neither a signal nor an echo. Signaling can b&gded to use
echoing all the time, to use echoing in a subs#t®signaling
phases, or to conditionally execute echoing. Sesi@ 4C
for a discussion of the tradeoffs. Here, we pegpa design

that supports conditional echoing. In Fig. 10 lkestrate that
we add an additional signaling slot to a 9 slohalong design
that we call the echo invoke (El) slot. The sigmglproceeds
as a normal 9-phase design until a node sees atoéedbke

echoing (e.g., a node repeatedly survives CRS hohat

‘close’ an SD connection.) At that time, the caonliag node
signals in the El slot converting CRS for thosee®that hear
the El signal to a 5-phase design with two slotednh phase.
We selected the signaling probabilities for therfoontention

phases using the design algorithm in Appendix Aaidesign
density, k, of four nodes.
Blocks amongst 2 to 4 nodes with better than 908batility
in one contention and better than 99% probabilftgratwo
contentions.

B. Priority Access
Priority access is easily added to the CRS mechmangng

The resulting design can resolve
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Fig. 11. ModifiedCRS for providing priority access. This designides
four levels of priority, three levels, one assomiatwith each slot in ti
priority phase and one level associated with nghaling in the priorit
phase.
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Fig. 12. Modified SCR for providingesource reservation. Reservations are a twopstegess. A node obtains a reservation by sucdsséintending usin
the QoS signaling slot. Then that node may us€BR signaling slot in same ordinal slot of theseduent CBR frames. The res#fon lasts as long as '
node uses the CBR slot. Destinations of resemsiticse the cooperative signaling slot to extendehervation to the range of its signal. The VBghalinc

slot is a best effort priority slot to support kiyrstreams.

a technique similar to that used in the EYNPMA poat. [27]
In Fig. 11, we add a multi-slot priority signalipdase to the
front end of the CRS. Each slot in the phase ipped to a
different priority with highest priority first. Gdenders use the
slot that corresponds to the priority of the packety are
contending to send. If a node has a higher pyipaicket than
its neighbors, it will signal first causing thoseighbors to
defer from contending. The remainder of CRS resolithe
contention amongst nodes using the same prioriffhe
priority phase of Fig. 11 provides four prioritigs best effort
data packets. The first three are mapped to the DdData 2,
and Data 3 signaling slots and the fourth is ngriaing at all.

C. Resource Reservation

Fig. 12 illustrates three modifications to CRS teatble
resource reservation.
1. Three slots are added to the priority phase: a QotSfor
initiating a reservation, a constant bit rate (CERyt for
holding a reservation, and a variable bit rate (YBRt for
handling bursty streams.
The first signaling slot of a signaling phase isasde for

cooperative signaling. This slot is used by the destination

end of a reservation to preempt contenders withairt
range>

4 Cooperative signaling may also be implemented Htgcipg the
cooperative signaling slot immediately after theRC@iority slot.

5 Cooperative signaling is unnecessary when CRSeiigded to use
echoing all the time.

3. The transmission slots are organized into franmEwe size

of the frame defines the period between slots of a

reservation.

A node desiring to make a reservation contendsgusia
QoS slot of the priority phase. If it wins the temtion and
successfully exchanges a packet, it may then useCBR
priority in the same ordinal slot of the subsequeaine and
may continue to do so, so long as it used the CB®&ify in
the same ordinal slot of the previous frame. Thie step
method to earning the right to use the CBR pridigtyaccess
prevents neighbors from gaining access and so tiffyc
corresponds to a CBR reservation.

Destinations cooperate in these reservationss fecessary
to assure that no nodes within range of the desiimawill
interfere with the destination’s reception of thBRC packet.
When a destination hears a CBR priority accesanattet
knows if it was the destination in the same ordslat of the
previous frame. If so, it signals in the coopematsignaling
slot.

CBR frames and transmission slots are sized toleraie
packet per frame to support the minimum CBR date. rdf
greater bandwidth is required, nodes may reservéipieu
slots per CBR frame. Since some streamed traffibuirsty,
we also enable a variable bit rate (VBR) prioritfodes that
are using the CBR priority to support a stream msg the
VBR priority in a best effort way to send additibpackets of
the same CBR stream. The VBR slot is optionalthrglsame



response to bursts on a stream can be handled fyyimgathe
additional transmissions to one of the data presit
Reservations created with this mechanism are ofifeeit
or lose-it type. This type of reservation makeasssefor CBR
traffic which is expected to be regular. Since e®dvith
packets contend every transmission slot, the redeslot is
immediately available to another user when the ribdeheld
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the reservation stops using it. The policy thatsed to decide peer-to-peer receiver directed channel.

when to stop holding a reservation is a protocdigte issue
that will depend on the network application.

D. Channelization
Channelization is used to reduce mutual

channel is necessary for the discovery of netwogology.

Any channelization scheme must enable nodes tadbasa on
a common channel but then to pull peer-to-peerstrigsions
to separate, preferably orthogonal, channels. Tisis
challenging since destinations normally do not kramwwhich

channel to listen.

SCR uses receiver directed channelization. Thiangein
addition to a shared broadcast channel, all nodiéhave a
separate channel that they will use to receive -frepeer
packets.
channel and nodes sending peer-to-peer packetsthese
destination’s receive channel. We enable destinatito
determine the channel to listen to through the taadiof a
broadcast signaling slot to the priority phasellastrated in
Fig. 13. This slot is used by nodes wanting toadoast a
packet. Not only does it provide a higher priotilybroadcast
packets over other best effort packets it alsoeseto indicate
to which channel a destination should listen. Wddes will
know which priority was used to gain access atctreclusion
of the CRS. Nodes that do not survive CRS listerthie
broadcast channel if they hear the broadcast priarsed,
otherwise they listen to their own peer-to-peer ncieh
Support for the selection and dissemination of ivece
channels is provided by our Nodes State Routinghardem.

E. SCRPerformance

We conducted several simulation experiments
characterize the performance of SCR’'s PA mechani$kte
built a very accurate model of the SCR MAC andphsgsical
layer using OPNET. See [41] for more details. Wen
executed two sets of experiments, one where alesiate
within range of each other and one in an ad hogvort
configuration. The one-hop network consisted ofyfmodes.
Traffic arrivals at each of these nodes were Paiskad the
same rate, and were randomly and evenly distribatedngst
4 priority levels. Fig. 14 shows the performanseadunction
of total load. All priority levels have similar bughput and
delay until the capacity of the channel is reachtedghich time
the LP packets defer to the HP packets. The data (1

interfezenc
however, in ad hoc networks, broadcasting on a cmmm

Nodes broadcasting packets use the lasiad(
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Fig. 14. Performancef the SCR priority access mechanism in a singf
environment. Demonstrates that SCR makes >99%aofmission slo
usable despite amount of congestion and that HRepado not suffer lor
delays as long as they do not singlehandidly caasgestion.
experiment in an ad hoc configuration. We randopigced
t9556 nodes on a square simulation surface 7 trassmis

ranges on a side to achieve an average node deigi€e We
. 6 . L.
toroidally wrapped the surfaceand implemented minimum

hop routing7. A link was assumed possible if after path loss
the received power would be 10 dB or more above the
background noise without including interferencenfr@ther
contenders. We assume the physical layer chaistaterof

the 802.11 1 Mbps DSSS waveform to include overbead
transition times, and the 10 dB processing gaine ldaded
the network just as we did for the one-hop netwadkept that

we randomly selected a destination from amongst 1t6&
possible nodes for each packet arrival. We repette

600 700

Mbps) and sizing of packets (512 bytes) allowed 163, The purpose of toroidally wrapping the surfacetaseliminate edge

transmission slots per second. SCR successfullg 89% of
these without congestion collapse.

effects.

We repeated the” The router had perfect information about the togpland offered no

traffic to the network.



experiments for each or 10 different randomly gatest node
placements. Fig. 15 exhibits the average perfocmaf the
ad hoc networks as a function of load. We see that
performance is similar to that of the one-hop nekwoThe
results demonstrate that at saturation the chamaslreused
about 15.5 times on average (i.e., 15.5 packetsagexed per
transmission slot or in this scenario about 1 paekehange
per transmission slot per area covered by a traassom)
which supported an end-to-end throughput of abod® 6
packets/second. Again, LP packets defer to HP giadhut
their delivery rate and latency are similar up luthie offered
load saturates the network. SCR provides effectise of
channel capacity and nearly ideal access priofitimza SCR
provides fair access in the sense that a nodehanlé at least
an equal opportunity to gain access as its contgmizighbors
if none of its neighbors are contending with a kigpriority.

F. Design Considerations

The SCR design in Fig. 12 is meant to be a samg
implementation. The preferred design of SCR wdlpend on
physical layer capabilities and the network appitca
Physical layer capabilities will determine the fbss number
of slots to use in signaling, the relative merftsiging an RTS-
CTS exchange in lieu of echoing or of using botid whether
channelization should be a goal. The network appbn will
determine the number of priority and reservatiovelg, the
policies used to map application traffic to theseels, and the
policies used to set-up and to hold reservatiorable Il lists
physical layer capabilities and application issilied influence
SCR design and describes the design choices.

A significant choice in SCR design is choosing $iee of
the transmission slot. This choice determinesniaaimum
size of the PDU and the quantity of wasted capasitgn
packets are smaller than the PDU size. It deteysnithe
percentage of capacity that is consumed in siggalinere the
percentage decreases as the transmission slotagges. It
determines the size and repetition rate of framad the
packetization delays for streamed data. Also, rafte
transmission slot size is selected, it is possthi packets
may be too large to fit into a PDU and need toragrhiented.
In our experimental implementations of SCR we impmated
a fragmentation and assembly mechanism that fragme
packets at the source and reassembles them at fihair
destination. Packets may also be much smallertthefPDU.
For this situation, we implemented a packet paddaggbility
which our routing protocol uses to diffuse nodeestan the
unused PDU space. There may be other strategies
fragmenting packets and using unused bandwidth.

A second set of design choices are the policiesgbeern
when to invoke echoing and when to drop packetsholag
should be invoked when blocking occurs, but detecbf a
block is ambiguous since the only symptom is theleno
successfully contends but cannot complete the RTS-C
handshake. This is the same symptom of a routtiision or
a temporary fade which may repair before the negtessful
contention. Invoking echoing too quickly may redwapacity
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Fig. 15. Performance of the SCR priority accessharism in a multhog
environment. At capacity, MAC packet exchangesuoat a rate of -~
exchange per transmission slot per $raission area. Average separa
distance between end nodes is 5 to 6 hops, soocesrtdtthroughput is les
HP packets delivery is not affected by LP traffiend-toend delays do n
vary significantly between traffic priorities untihe channel gaacity is
reached.

unnecessarily.
destination is no longer reachable. Again, thideétected by

the repeated failure of the RTS-CTS handshake dr no
In our

receiving an ACK in pure echoing designs.
experimental implementation, we invoked echoingrathree
failed handshakes for the same packet and dropyae¢ghacket
after three more failed handshakes after havingokies
echoing.

n V. NODE STATE ROUTING (NSR)

Few research areas have a larger set of proposatibes
than routing in ad hoc networks. Classical taxoesnof
routing divide protocols either into link statest@ince vector
or flood search algorithms. Taxonomies of routimgd hoc
fetworks further divide protocols into schemes ted either
reactive or proactive topology discovery [7]. Dte the
variability of topology in ad hoc networks the erapts shifted
from ways to calculate routes to developing inniveatvays to
discover and disseminate topology efficiently. [l Sdlmost all
proposals are based on the wireline networking digna
Connectivity in the network is understood based tba
discrete pairwise link abstraction. In some wajrgof nodes
identify their ability to communicate with each ethand then
announce that a link exists between them. Theimgut

Packets should be dropped when the
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Table Il. Physical and scenario factors that af8€R signaling design

Factor Issue Design Choice
Signaling power and signal These factors affect the range at which surviveessaparated. Larger separations may reduce irgade at receivers but also reduces the
detection threshold number of survivors. The design goal is to chdbsse parameters to
optimize the number of successful exchanges. [39]

Packet transmission power Determines network degde¢work degree determines the  Goal is to choose a transmission range that kéepsetwork connected
potential for network partitions and the averagmber of hops but also attempts to maximize the total capacitthefnetwork. In random
between nodes, and affects the number of nodesahat networks, good connectivity occurs when network degs >10. [48] This
transmit simultaneously in the network. Survivensdity is also where CRS survivor density improvementsrbglevel off. [39]
increases with network degree. [39]

Synchronization, transition These factors determine signal slot and interfrapaee sizing. Must weigh the impact of lost capacity with theidsslity of CRS

times, signal detection time The size of the signaling slot and interframe spatmtermines performance and the number of services provided.

the overhead of signaling. The cost of signalsndépendent
on its relative size compared to that of the trassion slot.

Radios that can adapt Benefiting from these capabilities requires a ggltompaction Echoing keeps neighboring survivors out of rangeeoéivers and so at a

transmission parameters, can  of survivors. range that does not benefit from these capabiliiRES-CTS designs

point antennas, or can change support tighter compaction and adaptation.

channels

Radios that cannot adapt and  Tight compactions can result in unacceptable iaterfce Echoing mitigates the interference probledhray be preferred to RTS-

cannot change channels CTS designs.

Some or all radios have a Requires the reception of multiple CTSs and ACKs yMavise CTS and ACK process to support multiplagraissions. May

multiple channel output use echoing to further separate survivors to reéteeference in these

capability. receptions.

Some or all radios have a Benefit comes from receivers being able to recaiwve Want to increase the potential that multiple traissions will be sent to

multiple input capability through distinguish multiple transmissions because theyefmom the same node. An RTS-CTS design is necessary.alda want to adjust

the use of space-time array diverse directions. SCR already ensures thatiesons transmission power to reduce network degree.

process techniques come from diverse directions.

Radios have directional antennas  Echoing can bleieegh to coordinate the pointing of Echoing design can support the pointing of anteimasway to increase
antennas. the density of survivors. [49] RTS-CTS designs eaploit directional

antennas also. The relative merit of one approaeh the other depends
on node degree and relative cost of signaling.

Maximum range of radio creates There is greater potential for blocking. Pure échalesigns may be preferred.

a low degree network.

Average packet size is small Transmission slot gifn the small packet size increases theLess reliable CRS designs may create better peafocembecause of

relative cost of signaling. reduced overhead.

Applications require specific Reservation priorities may be superseded. Allovpnigrities that can supersede reservations requiieies for their

service distinctions that may use to prevent indiscriminate disruption of streamtsequires policies for

require preemption of real-time the retention of reservations so that temporamugison does not require

service. re-instantiating the reservation.

Need reliable local broadcast. Broadcasts are rkoioadedged. To increase reliability Policy may be put in place to invoke echoing faydafcasts.

requires reducing interference from other contemider

protocols use these observations to find paths. willeefer node changes one node state but possibly tensnkbf li
to these types of protocols as link driven proteamleaning states. One node needs to advertise a changedstatde
that the understanding of topology originates frdahe whereas tens of nodes may have to advertise chdimjed
observation and dissemination of link states betweedes. states. This advantage increases with networlkedegr
Our alternative to link driven protocols is the eodtate 2. Node states provide more information about the agktw
protocol. The distinction is that connectivityrist explicitly that is relevant to routing and QoS. In link-drve
disseminated but is later inferred from the paiewisse of protocols metrics are derived by one of the endeaaat
nodes states. through the sharing of data between end nodesNSR,

NSR requires two capabilities: location awareness the the state information at both end nodes and abfaiheir
ability to measure signal strength. With this mfation, a neighbors can be used to assign a value to a metric
node Createsapath loss map. Location and ﬂhelm maps 3. NSR allows the selection of the routing metric te b
of all nodes provide sufficient information to deténe independent of the link discovery process. Pagwis
connectivity and then topology. With this inforrioat, NSR coordination is not required to assign metric valaad so
provides the capability to predict connectivityledst as well the simultaneous use of different metrics does eail
as link driven protocols. any additional data gathering activities. In lidkiven

Using node states as the foundation of a routingpppl has

advantages over link driven protocols in six ways:

1. The number of node states in a network is indepenate
the degree of the network. There is one statepée. In
a link driven protocol there is one state per jpdinodes.
To illustrate the advantage consider a degree h@onk.
For each 10 node states there could be 45 bidireti
links whereas only 10 nodes states. The movenfeme

8 We use the word “driven” to avoid confusion witte tvell understood phrase
“link state protocol” which refers to protocols theollect link states so that
Dijkstra’s algorithm may be used to calculate reute

protocols, metrics are assigned to links at thee tiof
discovery. Using different metrics in reactive toepls
requires nodes to use a separate discovery prémresach
metric and that cached information must be keptefach
metric used. In link state protocols, nodes mostrdinate
the value of all metrics at discovery and then afisgate
them. In distance vector protocols, in additiomigcovery
coordination, nodes must maintain a separate muéhle
and independently execute the distance vector idigor
for each metric.



4. NSR can be both predictive and adaptive.
limiting routing to a previous understanding of adqmy,
the use of node states enables the prediction tofefu
topology. Although link driven protocols can impient
mechanisms to estimate the longevity of links, thagnot
estimate the creation of new links. New links mhst
discovered.
The quality of the node state can be leverageddaae the
rate of its advertisement. To illustrate the adzge,
consider a network where one node does not move t
multiple other nodes are moving. Most of the staikthe
stationary node do not change and so do not nedsb to
disseminated as often. In a link driven protocible
immobility of a node is irrelevant if multiple nosleare
moving about it since its link states will stillaige.

. Node states can support most QoS heuristics.
provides the unified mechanism to collect and
disseminate the required state information. A<idesd in
Section 3C, QoS protocols built on top of netwouking
link driven routing protocols must implement th@&wn
mechanisms to gather network state information.

(\N
ti

A. Node State | nformation

There are two different routing constructs usedNBR, a
node and a wormhole. The node construct is modased
point in space and is assumed to have connectitity other
nodes through the use of wireless connectiongndny cases
nodes may be connected using a dedicated linkasiehcable.
To use these links within the node state routingtqmol we
define a second routing construct called a wormhoWe
define our wormhole construct as a directed pattvden two
points in the network. The basic algorithm usedsétect
which routing constructs to use in a route considlee cost of
sending a packet to a construct and the cost afgutie
construct. These costs are derived from the stditdee nodes
and the wormholes. Table IlI lists some propodatkes that
could be disseminated for each construct.

B. Routing Using Node Sates

There are several problems involved in implementinge
state routing with the foremost being: (1) how aoele states
disseminated, (2) how is connectivity inferred gB)l what
metric is used to build routes? There are numeopti®ns.
We present an implementation that attempts to lgghhyhi
flexible and scalable.

1) Node State Dissemination

Node state routing is not immune from the concesfis
overhead and protocol scaling. In our implemeaiatf node
state dissemination, we controlled overhead in wagys: (1)
diffuse a node’s state information at a rate tretreases with
distance from the node and (2) force scaling bytilng the
rate at which nodes may transmit node state infioma

On a periodic basis a node will broadcast a nodte st
packet (NSP) which will include its own state anbev states
in its list restricted in number by the size of th@nsmission
slot. The states that are included in these update selected
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Rathan thTable lil. Proposed node states that are usefubfating and quality of

service
STATE DESCRIPTION
Address MAC address of the node or the wormhole. In treeaa the

wormhole, the address is associated with the nbtleedront end.

1-meter Path Pathloss of the first meter of propagation useth #it log distance

loss path loss model.
Propagation  Propagation conditions can vary based on the locati nodes and the
map direction of propagation. To accommodate this eomeve propose

nodes measure and estimate a path loss exponehefpath loss
model. We require each node that broadcasts @&ptrknnounce the
power level it is using. We assume that each aiatstin node that
hears a broadcast can determine the power letbkakceived signal
and can then estimate a path loss exponent usinatténuation of the
signal and the separation distance from the soueen propagation
characteristics vary to different destinationssthstates can be broken
up into different sectors that account for the$terénces.

Cost A cost that is assigned to using a node or a wolenttat is considered
when assigning a metric to a connection.
Channel The channel the node uses to receive a peer-topaeget. This state

complements the channelization capability of SCR.

IP Addresses |IP addresses that are used by the node. It inglomldticast addresses.

Current direction of movement of the node. Usegraglict future
topology

Direction

Dozing Offset Used for node’s that are using coordinated dozibgs the offset in
number of transmission slots from the time stanep the dozing node

will next wake up. See [40].

Dozing Period Used for node’s that are using coordinated dozibgs the period at
which the dozing node wakes. It is measured asteger number of

transmission slots. See [40].

This field identifies in which of the three dozietates the node is
participating, the default state, the periodic walkstate, or the
coordinated dozing state. See [40].

This is the state of the power supply being usethbynode. It is
proportional to the number of packets that the nmadetransmit using
the contention power level. This assumes a maxitmansmission
power level is specified and that it is always udedng the contentior
Methods for estimating energy reserves are sugh@s{&0]. In the
case of unconstrained energy nodes this level i®she maximum
value.

Dozing State

Energy State

Fixed This single bit identifies whether the node isistary or it has the
ability to move.

Infrastructure This field identifies if the node is an infrastruct node and what
special functions it performs. An infrastructuiee may be an access
point to the Internet or a real time service. #ynalso store node state
information.

Location The location defines where the node or where tirenivole’s endpoints
physically exist in the network. Node state rogtiaquires location
awareness.

CBR Bitmap  Bit map with one bit per slot in the CBR frame icating in which slots
this node perceives there to be a CBR reservatidmer its own or a
neighbor’s.

Queue Size  The number of slot sized packets queued at the.ndded to identify
congestion.

Receive This is the fraction of the contention transmisgiaver used by the

Fraction node to receive a packet.

Time Stamp  This is the time that the reported state was medsuwe assume time
is absolute and synchronized throughout the network

Velocity Current velocity as measured by the node. Usededict future

topology.

by two criteria, a threshold that indicates whetleupdate is
needed and a prioritization criterion to enableectdn

amongst several states that meet the update thdesho the

diffusion process, the update threshold dependbedistance
between the node that owns the state and the noidg the

rebroadcast. As an example consider the followimgshold
based on time between updates.

{ AT, d, <1

cld, 4T, d; >1
AT, is the period in transmission slots at which or h
neighbors are advertised}, is the separation distance between
the node transmitting the state, nagdeand the node whose

state is being disseminated, ngdand AT(dij) is the period

)

ar(4)

at which node advertises the state of nodeThe factorc is a



constant that adjusts the rate at which statesupdated.
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of loop detection and the subsequent acceleratdhdition

Different values foic can be used based on other states of tlod node states correct the situation when the nétwe too

node. For example the value ofwould be greater for
stationary nodes as opposed to mobile nodes. \deitize
updates by time difference with this criterion.atStchanges,
such as changes in location, may also trigger iggethination
of node states, but this does not remove the rexpint to
disseminate states periodically since periodiceiigsation is
necessary to ascertain the health of nodes.

Scaling is forced using a minimum interval betwe¢BP
updates, i.e., a node may send one NSP per inted@bever,
NSP updates are accelerated when routing failunes
observed. Loops do not occur in link state roupnatocols if
all nodes have the same link states. In NSR, nodgshave
different node state information and loops may ocd¥e use
the observation of a loop to trigger the acceleratpdates.
The goal of these updates is to synchronize thee reidte
tables of all the nodes that form the loop so it ba broken.
After identifying a looping condition, a node inethoop
broadcasts its complete node state table or a fstitagecovers
the region of interest, recalculates its routingléa and then
forwards the packet that was looping. This proégsspeated
so long as the packet remains in the loop. Ultityagdl nodes
in the loop will have a common picture of the natkvand the
packet will progress.

Loop identification mechanisms are easy to impldmen

There are node based and packet based approakhesde

based approaches, unique information in the pdusatier is
used to track the packets a node has handled. mingo
packets are compared to a list of handled packetsyatches
indicate a loop. The list is purged of old entr@sa periodic
basis that is much shorter than the time it takestycle the
header information. Packet based approaches eideehop
count or a list of intermediate hops that have beaversed.
Loops are detected in the first method if the hegseed a
threshold; and, in the second method, if a nods ge@ddress
in the list of nodes traversed. The hop count ptis the

easiest to implement but is inefficient in that afed continue
at all hops past the threshold until the packethes its final

destination rather than until the packet breaks frem the

loop.

volatile for the diffusion mechanism.

2) Inferring Connectivity

Inferring connectivity involves predicting path $obetween
two nodes and determining if it is below a thredhébr
connectivity. Four observations on signal propagatre
relevant to understanding our approach to predjqtizth loss:
(1) Path loss generally increases as a power lawstiin of
distance. (2) Path loss may vary dramatically oskort
distances due to multipath effects. (3) Unlike tipakh, losses

dhat occur on a line-of-sight (LOS) path as a restilsignal

absorption, scattering or occlusion cannot be reghi Non-
LOS signal components that reach an occluded dgistim
would be of a lower strength than if normal LOS gagation
had occurred. (4) Radios can receive and detgnalsi with
strengths that vary over a wide dynamic range, @®times.
The conclusions from these observations are thad mot
practical to predict path loss with precision ahdttthis is not
necessary to infer connectivity. An approximatitivat is
conservative in its estimate is suitable. Thed@jance path
loss model [45] can be used to provide such amagti It is
a linear model when path loss (PL) and distanceafd)on a
logarithmic scale,PL(dB) = PL(1m)+1( log€ ), and can be

written asPL = PL,,.d" on a linear scale wheRL,,, the path

loss of the first meter, ang, the path loss exponent, are the
model’'s two parameters. We illustrate the suitgbitif this
model in Fig. 16. It illustrates the path lossdicted by the 2-
ray propagation modéfor a vertically polarized 2 GHz signal
with antennas that are 1.5 meters high, the pieselinear
approximation that goes with this prediction, andthad
conservative linear model that would predict coninég over
the same range when the path loss threshold igiBOQf in a
real environment there are deeper fades or grésees, then
a largerPL,, or n can be used. There may be cases where a
node cannot close a connection with a node at seclange
than another, which is further away. This casesamlly be
resolved using directional diversity to distinguisine two
nodes. For this purpose we propose a variabled sitega
structure that uses a series of words to specity pass

Through the diffusion and forced scaling mechanisn@xponents on a directional basis. We use 8 bitlsvavhich

above, NSR aggressively employs a fisheye scopeapip to
routing [42], [43] that uses the distance effeet][tb mitigate
the effect of stale states of distant nodes. T$teeye scope
refers to the effect that a node’s view of the mekis
topology is most accurate close to the node andedses in
accuracy with distance. This is accepted in ther@st of
scaling. Then, because location is a part of thating
calculation, the distance effect mitigates routergors. The
distance effect refers to the effect that the frthodes are
apart from each other, the less effect their nsdathovement
has on the direction between the two nodes. TIehap in

allows us to specify 256 different pathloss expaseim our
case n = 1.9 to 7.0 in 0.02 increments and to digidsphere
into 256 longitudes 4 and, by choice, 180 latitude®)(
providing 46,080 sectors. Not all sectors neeldet@xplicitly
specified. The propagation map would have the f¢@moO,
Noo, &b1, Nogs --- B Noxe 255, @, Gio, Mo, Gi1, N1y, -.-, 255, 180).
Sinceg= 0, 8= 0, 8= 255 andp= 180 occur predictably we
can drop most from the structure. We still ése 255 and 0
as delimiters in our abbreviated data structuree ilMstrate
several different propagation environments in Fig. and
show how they could be modeled using this abbrediat

routing a packet between the two, even with thdesta

information for distant nodes, is likely to be amt. The use

% The 2-ray propagation model has been found toepeesentative of
actual propagation in several studies [45]-[47].
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Fig. 16. Linear approximations of the 2-ray progtégn model

propagation map and how these propagation mapsdwol

predict maximum range by direction. It is possitdespecify
path loss exponents for 7 different directionsh@ humber of
bits required for a single IPv6 address. Measupathloss
exponents is tractable so long as sources carblsekaecify
the power they are using when transmitting andirmsins
can determine the range between nodes and thgttrehthe
signals they receive. In cases where
characteristics vary by node, it may be necessamprovide
another map structure for antenna gain, which dao he
derived empirically over time. This latter map lwbbe used
to account for those effects that persist even witde

movement such as a poor antenna connection, a @ama

antenna, or a duffle bag placed next to an antenreavehicle.
Methods to optimize propagation map size are beyied
scope of this paper.

Inferring connectivity is a two step process.
propagation maps provide the path loss of recesigdals.
Since we seek bi-directional connectivity, in tivstfstep we
determine the path loss using both end nodes’ atmm
maps, 1-meter path loss values, and, if used, dhgbmation
of antenna gain maps, and then in the second stepthe
greater for determining connectivity.

3) Creating Routing Tables for QoS

After inferring connectivity between pairs of nodasnode
can easily calculate routes using Dijkstra’s alfponi. Specific
routing objectives can be incorporated using diffier link
weights. The routing metric assigned to a linkislt using
the node states of the two end nodes of the lirk ossibly
their neighbors. These metrics can be calculatedchieve
many objectives. Table IV provides examples.
objectives may be combined to form additional nastri An
advantage of using node states is that a node @lanlate
multiple routing tables for different QoS objecsvand then
route packets using the table that supports the tQatthe
packet requires. For example, a table created ubmgnergy
conserving metric could be the default routing ¢abut then
when a stream reservation is being created nodesdwse
the “stream support” table or when a highly sewmsipacket is

transmissit

The
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range

range

o
Propagation map —— (3.1, 0)

a. Example 1, Since the larger exponent wouldipremnnectivity for al
the destinations, the propagation map consistssofgle exponent

T
0

range

range

T T T
Propagation map — (2, 255, 70, 2.16, 255, 120, 7, 0)

b. Example 2Short data structure that predicts connectivitglt@bserve
nodes but not to a known node that cannot be réache

range

connection

0

T T
Propagation map —* (2, 255, 30, 2.5, 120, 2, 140, 2.5, 255, 100, 7, 0)
c. Example 3, Data structure that captures pratp@yin an urban draw

Fig. 17. Propagation scenarios with correspongirgpagation maps a
illustrations of the ranae of connectivity implibgl these mat
being sent nodes would use the “trust” table.

C. Protocol Performance

We conducted a simple simulation experiment to thest
viability of the node state routing. We placed 1&1d then

€he202 mobile nodes on a square simulation area &rizsion

ranges on a side to create networks with an avetageee of
5 and 10 respectively. We saturated the netwottk payload
traffic but gave node state packets priority inngraission.
We used (1) to define the update rate with; = 3000
transmission slots and = 3. The minimum interval between
updates was 50 transmission slots. We used a omifor
propagation environment so propagation maps waenglesi
exponents. However, we limited the nodes to senglist 8



17

Table IV. QoS Routing Metrics

Metric

Obijective Description Relevant States

Energy Conserving

Conserve energy at energy The routing metric of a connection is made proposi to the amount of  1-meter path loss, propagation map,
constrained nodes to prolong batteryenergy required to use the end nodes. This insltiteamount of energy cost, dozing offset, dozing period,
life used by the source to transmit the packet andrnttoeiat of energy used by dozing state, energy state, receive

the connection destination to receive and prodespacket. These costs fraction, location

are reduced for nodes that are not energy conettaind may be increased

for nodes nearing the end of their battery lifoufhg may also try to

bypass nodes that are implementing a dozing scadgyupenalize

connections using these nodes. See [40] for met!sl.

Reliability Use connections that are least likelyThe routing metric is made proportional to pattsloghis metric 1-meter path loss, propagation map,
to suffer interference complements the SCR MAC. Since the SCR MAC sepaiaintenders  location
prior to packet transmission based on radio sigarae, connections to
destinations with low path loss are more likelystmceed on account of
signal capture and the decreased probability thath@r contention
survivor will also select it as a destination.
Congestion Use connections through regions of The routing metric is made proportional to theficafueued at the source location, queue size
Avoidance the network that are least used and destination ends of a connection and at tleéghivors.

Stream Support  Use connections that are likely to

persist for a long time and where

The routing metric is made proportional to the etpé longevity of the
connections based on the understanding of moveaofiemdes. Preference location, CBR bitmap, time stamp,
transmission slots can be reserved. would be given to connections between stationadeso

1-meter path loss, propagation map,

velocity, direction

Trust
are trusted

Use connections between nodes thaThe routing metric is made proportional to the tingsthiness of the end
nodes. Trustworthiness may be assigned manuatipdes, be assigned
through an authentication mechanism, or be createte context of the

address, IP addresses, 1-meter path
loss, propagation map, location, time
stamp, velocity, direction

node’s activities such as where they are and wihenehave been over

time.

Long Distance
Delivery

Use present and anticipated

progress of packets through a
network
destination.

Connections are inferred based on anticipateditatatThe metric is then
connections based on the expected made proportional to the expected reliability afttprediction. Routing

tables formed from this metric would be used fav furiority packets that
are expected to take a long time to move througm#twork to their final

1-meter path loss, propagation map,
location, time stamp, velocity,
direction

node states in a node state update packet. Thes modeed

continuously at the same speed using a random \eay p

model with no pause time. All nodes moved at thmes
velocity, which was normalized to the range of thdio and
the duration of the transmission slot. Table \hstates these
normalized velocities to units of kilometers peruhdor
various transmission bit rates and ranges.

Fig. 18 compares the routing tables at the nodethdee
that would have been created using the same romriige but
with perfect information. Despite the mobility thfe nodes in
these simulations, the next hop routing informatiemained
surprisingly accurate even with the forced scalinoute
discrepancies are resolved as packets get closethein
destinations.

D. Path Reservation

NSR uses SCR to create multihop reservations feasts.
To create a multihop connection, a node startsebgrrving a
transmission slot on the first hop of the routé.the node is
successful in its contention then it sends a padkstribing
the connection required that includes the delaytramt and

Table V. Eaivalent velocities in kilometers per hour for nailimec
velocities of 0.00001 and 0.00005 transmission éanger transmission slot

V (% range/transmission slot) 0.00001 0.00005
DatarateMbps) » _ y , 55 13 1 2 55 11
Range (meters)
300 1.8 30 4.9 6 9.3 15 24 30
1000 6.1 9.8 16 19.5 30 49 80 98
2000 12 19 31 38 60 97 157 191
10000 56 88 134 157 284 438 668 785

Accuracy (% of next hops the same as with perfect information)
100 T T

" g, =10, v = 0.00001"

80 )
PR g, =10, v=0.00005 ..

"~.... 04=5,v=0.00005 "]
sol- 57

40~ 1

1 1 1 1 1
2 4 6 8 10 12

Distance between nodes (1 = maximum radio range)

20
0

o 0 . .
the destination ID° The source node continues to send thirig. 18. Simulation results of the performancehaf NSR diffusion upda

packet in the same slot of each subsequent frantié ain
connection is established or it receives feedbdwkt ta
connection cannot be made. In turn, the first deptination
attempts to reserve a transmission slot along ¢ hop of
the path in the same manner and then sends the s
packet. This continues until a connection is distabd to the
final destination. If the connection requires adlpectional
link the process repeats itself in the reversectiva. Nodes
send their payload once they receive confirmatioat the

10 Node state information may be piggybacked ontedipackets in order
to fully use the transmission slot.

mechanism defined by (1) whetT; = 3000 transmission slots and 3 for
different node densitiegix, and velocitiesy.

connected path has been established. The pathirgaimed
as long as it is used.

Delay constraints can be met by reserving slotefally at
each hop. Each node on a route is selective ashtoh
transmission slots it attempts to reserve withi@BR frame.
A node first estimates how many hops there aren¢ofinal
destination. It uses this estimate and the tetmlired delay to
identify a suitable range of transmission slotshimitwhich to
reserve a transmission slot. For example, sag ther 3 hops
to the final destination and the connection wilbal 15 slots



of delay. The first node reserves the first dlatain. Then the
second node attempts to reserve one of the ndrts/ df the
node is unsuccessful at reserving one of thesetg 81 the
first frame it waits until the subsequent frame atémpts
again. Say the node is successful at reservinghihg slot
following the arrival slot. Then the next node Wbhave a
window of 11 slots in which to reserve the next ho
connection. Certain paths may not support thesszcg end-
to-end delay because of previous reservationsiaiarof this
path reservation protocol can use the CBR bitmatestand
the queue size states associated with nodes tcsehoaites
that can best support the delay requirements.

E. Exploiting Node States for Services

Node states provide many pieces of information thaZf

collectively provide a detailed view of network tsta This
information, together with the features of NSR &M@R can
be exploited to provide additional services. Wevpie a
brief description of proposed mechanisms to implentao
interesting ones, multicasting and traffic engiiveger

Multicasting is supported by including multicastdegsses
in node states and providing a multicast packeh&trin SCR.
Nodes subscribe to a multicast group by advertitieggroup
address in their node state. Sources of traffientdticast
groups can identify the destinations and the best to route
packets to them using their node state tables. rmiécast
packet format provides space for a list of MAC addes of
destinations in the header. Sources consolidate MIAC
address of multicast destinations that have thee saemt hop
and will form as many packet replicas as therenasd hops.
Intermediate nodes that receive multicast packtésnat to
route the packet to all the listed destinationsheyl also
consolidate destination MAC addresses in packeth tiie
same next hop, and transmit as many packets as dnemext
hops. Destination nodes that receive a multicaskgt strip
their address from the address list, and, if datitins remain,
forward the packet to the remaining destinations aas
intermediate node would.

Traffic engineering is implemented using the workeho
routing construct and the path reservation meth@dhen it
appears that there would be a benefit to routiaffi¢rthrough
specific regions of a network, a path can be reskmwhere
desired and then advertised as a wormhole withsa ttat
encourages its use.

F. Design Considerations

NSR has a number of design options. The firstoopis the
selection of states to collect. States determimatwQoS
mechanisms NSR can support. The states chosedegiénd
on what states can be measured and on the quanftity
overhead that is acceptable in the network. Therskoption
is the set of routing metrics to use and the methodtalculate
their value. Table IV provides some ideas on thedives
for metrics and the relevant states. The thirdoopis the set
of parameters for node state updating and diffusiofhe
choice of parameters will depend on the operatignahario.

18

v
IP Routing
A

[ P

v
|<—'| Other Interfaces

Routing
Scheduling
Access

+—> Packet flows

N/

<«----+ Cross layer communication
Fig. 19. Protocol stack for the ad hoc networkpagadigm
etwork volatility, network size (i.e., number obaes), node
ensity, and network dispersion can all affectd¢heice. The
simulation results of Fig. 18 and the normalizetbeiies of
Table V demonstrate that some tradeoffs are imtuitiHigher
density networks mitigate the effect of less fraguepdates
since routes are more likely to be supported byeradd the
same geographic regions. Longer range radios raigate
the effect of less frequent updates since theycedhe effect
of node movement on network volatility. The lagtion is the
policy for node state lifetime (i.e., the lengthtohe a node
state is considered suitable for routing). Thedeies will be
dependent on network application and the operdtiona
scenario. If nodes are unlikely to drop out ofedwork and
network topology changes slowly then long lifetimase
tolerable. If networks are highly volatile with arhging
membership then short lifetimes may be necessary.

VI. HETEROGENEOUSNETWORKING

As presented, SCR and NSR are intended for a nietwitin
a homogeneous physical layer. Two questions follehere
should NSR fall in the protocol stack and how sHothlis
homogeneous network be integrated with other nétsvand
network components? In answer to the first quastioe best
place to put a routing protocol that tries to confato the
wireless paradigm is in the link layer. As shohklclear, the
power of NSR comes from its tight integration withth the
SCR MAC and the physical layer. Placing the raufimction
above IP complicates this integration. There am® n
advantages in routing performance that come froatipg
NSR above IP in a homogeneous ad hoc network. sdnle
there are multiple interfaces to IP, all packetsfarwarded to
the single wireless interface. NSR routes using (MA
addresses. In Fig. 19 we illustrate a rich sdtio€tions being
performed by the link layer. An IP Routing Proc@&RP) is
still shown but it contributes no traffic to thereless network,
rather it communicates to the link layer routingtpcol and
obtains its understanding of the membership andlégy of
the ad hoc network from the NSR node state andingut
tables. The primary function of IPRP is to routedifferent
interfaces and beyond the ad hoc network. ThuRPIBnables
heterogeneous networking. It also serves a congiary
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Fig. 20. Examples of heterogeneous network arctuites

function to NSR by identifying border routdsthat can
enhance the performance of the ad hoc network and
assisting in the dissemination of node states tirothese
border routes to distant ends of an ad hoc network.

Fig. 20 Iillustrates several different
configurations.  Configuration (a) would be typicaf a

commercial or business ad hoc network where theesscc |PRP of a connected network.

points provide connectivity to a larger network.heTNSR
routing goal in this case would be to send as muaffic as
possible through the fixed network. Nodes that aceess
points are identified by the interfaces node statexplicit
identification of wormholes between these accesstp@s not
required. Networks (b) and (c) show the use oficdd
connections to enhance ad hoc network performandet@
prevent network partitioning. These connectionaulgiobe
represented as wormholes in the NSR protocol. oth these
cases but especially the second, IPRP would assist
advertising node states between the ends. Net(@rls the
case where connections in either network can stippating
in the other. The representation of this relatigmsnay be
either through a wormhole abstraction or as anfaxte’s node
state. The latter may be used in cases wherentlhies ad
hoc network is designed to use a longer range radiere
most connections are single hop as would be désirfa
multicast groupsl.2 Network (e) illustrates the case wher
special stub networks connect to the ad hoc netwhi kR can
be oblivious to the existence of these network®RR has
responsibility for learning and disseminating appiate
routing information to these networks. Again, detet with

11 A border route is a route that passes throughxaerrel network to
another node in the ad hoc network. They are atistl as wormholes within
NSR.

12 An example of where this type of connectivity wblde useful is in a
military organization where all members of the nwalst group belong to the
same organization.

h% network

Use of dedicated links to
enhance network performance

Ad hoc
network

Interconnection through
an ad hoc network
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Ad hoc

Partition 1

Use of dedicated links to connect
a partitioned ad hoc network

m Access points to externally
connected nodes

: Dedicated link connection,
e.g. satellite, UAV, laser,
and cable connections

@ Nodes that participate in
multiple ad hoc networks

our effort to minimize overhead on the ad hoc nekwad hoc

petwork member nodes do not seek to discover this

connectivity. Rather, IPRP at the access pointertide their
connectivity by broadcasting this information asrtfse ad hoc

heterogeneouietwork as appropriate.

As has been described, NSR creates the abstraftiion
IPRP routes packetthe
destination node in the ad hoc network not the hext. For
example, in cases where IPRP routes packets thriheghd
hoc network to an external network, it requestswe to the
access point. The packet is handled by NSR andinsm
below IP on all hops until it reaches the accesstpghere it
is forwarded up the protocol stack. This methodplalso
allows IP packets to be fragmented by SCR withequiring
reassembly until they reach the end of their joyrtieough
the ad hoc network. Similarly, when NSR uses aterexzl
wormhole, the packet is tunneled through the IRvaek to the
distant end where it returns to being an SCR MACkpa
Finally, IPRP would arbitrate all higher layer Q@juests of
the ad hoc network and translate these requestspmpriate
SCR/NSR parameters. Admittedly, much is requesiéd
IPRP. Due to its broad interaction with other poals it
would be best to design IPRP through a standaridizat
process with a well defined interface to the lirkydr

dorotocols. Modem designers would then designittielayer

functions as would be optimum for the physical taye

VII.

In this paper, we argued that much of the previgagk in
ad hoc networking has been based on abstractiomeviexd
from wireline networks, e.g., the link, which istneell suited
for ad hoc networks. We showed that Synchronougstom
Resolution (SCR),
combination of collision resolution signaling (CR&hd an
RTS-CTS handshake, is extremely versatile in temfs

CONCLUSION

a synchronous MAC based on a
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achieving spatial reuse, avoiding throughput cacllapat _

. . . Improvement at k1 may result in
network saturation, and enabling effective QoS fions. We decreased performance at k < k1
described the CRS mechanisms that can be usedotitipe
access, channelize the network, and reserve resourtVe P(one survivor) \
demonstrated in a simulation that SCR provides peafect
prioritized access, even in multihop ad hoc netwavkere we \/\
are aware of no other access protocol that camdla same IJl
capability. At the same time, we proposed a complgary K (number of contenders)
routing approach. ba§ed O_n node states, which hasy miFig. Al. The effect of optimizing a signaling dgsifor a single contenc
advantages over its link driven counterparts. elluces the density
quantity of objects tracked, i.e., node states eratthan 7slots  8slots 9 slots
pairwise link states, it supports the creation oftiple routing N _ \ AW
metrics without the need for pairwise coordinatimer the air, =  w—
and allows multiple routing policies to coexistttban address 0.95
different QoS objectives. We describe the criticklta
elements of node states and demonstrate how teeysad to
understand topology. We proposed a method to ntfaike
protocol scalable and demonstrated its effectivenies a
simulation. Finally, we discussed issues in iraéigg wireless
ad hoc networks with IP networks. The protocolrapphes
we have proposed are open for many adaptations &
improvements; however, they represent a major amvan
achieving QoS in ad hoc networks from reliance @ero
provisioning techniques to the use of traffic eegirng
techniques.

6 slots

5 slots

4 slots

P(One Survivor)

| | | |
10 20 30 40 50

0.75
0

Number of Contenders

Fig. A2. 4,5,6, 7, 8, and 9 singiet phase designs optimized for ¢
contender density

APPENDIXA, THE DESIGN OFCOLLISION RESOLUTION without letting this probability for alk2 < k1 to be less than
SIGNALING USING SINGLE-SLOT PHASES that atkl.
n X .
Let p* be the probability that a contender will signal in Letq be_the set op fqr ann phase CRS desigh, be a
phasex. LetP* be the transition matrix of phagendQ" the target density of contending nodes,be the total number of

transition matrix of the CRS design. The elemafits* may signaling slots allowed, an§(q".k,m) be the probability that
be defined using there will be only one surviving contender. Thedme t

optimization problem is
max S(q",kt ,m)
bt

@(pxy(l-px)“ 0<s<k

ot =l 4 (1o g 0<s=k st s(a" km)=s(q"k.m) Ok,0<k<k, .
ks . - : . -
The best solution for a finite set of signaling lpability values
. can be found through an exhaustive search. Thdltires
0 otherwise .

performance of designs using 4 through 9 phasesatabign
density ofk, = 50 are shown in Fig. A2. The 9-phase design
has better than .99 probability that just one nedesurvive
signaling for all practical densities of contenders

where the entr is the probability thas of k contenders

survive the signaling phase. Note thatill never be 0 whek
> 1 and will never be greater thian The transition matrix of

an n phase CRS design @" = |_| zzlPx and the probability

that there will be just 1 surviving contender whbare are k
contenders at the beginning of signaling .

The objective of CRS design is to optimize the piulity
that just one node will survive the signaling byestng the
signaling probabilitiesp”. Designing CRS to maximize the
probability that just one node survives whdnnodes contend
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